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Parsing Sanskrit by computer is a challenge. Even shallow parsing, which analyses the linear structure of sentences as a stream of morphologically tagged lexemes, is hard. It presupposes the availability of a complete lexicon of non-compound word forms, together with a segmentation algorithm doing external sandhi analysis [viccheda]. The segmentation algorithm, presented in J. Functional Programming 15,4 (2005), is implemented as a finite-state transducer with the Zen computational linguistics toolkit. The lexicon is a lexical database produced mechanically from the author’s Sanskrit Heritage Dictionary, using a generative morphology engine, complete for flexional morphology of classical Sanskrit. This engine uses suitably parameterized paradigms for declension of substantives and conjugation of root verbs, together with an internal sandhi synthesizer. We currently generate, from 541 roots, 154115 noun forms, 122988 root verbal forms, 217229 root participial forms, 14841 iic and periphrastic forms, and 801 undeclinable forms, totaling roughly half a million forms. This is sufficient to analyze sentences from elementary classical Sanskrit.

Our segmenter  uses a new technology of modular transducers, here applied to constraint the lexical analyzer to recognize the stream of forms as a regular expression over 9 phases, specifying Sanskrit’s morphology geometry. This enforces the right composition of compound chunks and preverb sequences. Despite this requirement, the segmenter suffers from important overgeneration, and typically a 10 word sentence may have literally thousands of “solutions”. In order to curb this overgeneration, potential solutions are filtered by a semantic roles checker, roughly implementing Panini’s analysis of thematic roles [kAraka] and driven by governance patterns (subcategorization) of  the verbs. A constraint checker gives penalties to inconsistent role assignments, and the parser filters away potential solutions whose penalty exceeds a threshold, in the spirit of optimality theory. This mechanism reduces drastically the noise of segmentation, often keeping a unique intended segmentation. Non linearity in the role assignments (i.e. ellipses on one hand and vocative-interjections on the other) is now the main source of problems, but for instance coordination is correctly dealt with. The system, whose user interface is designed as a Web service, may be used as a distributed corpus tagger. A small treebank, as a fully tagged version of a primary school Sanskrit primer, has been successfully generated with this tool. 

The talk presents an interactive demonstration of the parsing software, illustrating the main features and difficulties. 

