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Abstract

This paper shows how to systematically extend an arbitrary type system with dependency information, and how soundness and non-interference proofs for the new system may rely upon, rather than duplicate, the soundness proof of the original system. This allows enriching virtually any of the type systems known today with information flow analysis, while requiring only a minimal proof effort.

Our approach is based on an untyped operational semantics for a labelled calculus akin to core ML. Thus, it is simple, and should be applicable to other computing paradigms, such as object or process calculi.

The paper also discusses access control, and shows it may be viewed as entirely independent of information flow control. Letting the two mechanisms coexist, without interacting, yields a simple and expressive type system, which allows, in particular, “selective” declassification.

1 Introduction

Today, considerable amounts of military, commercial, or personal data are processed and stored in computer systems. Thus, valuable data must be protected against deliberate or accidental release or corruption, which may be caused not only by individu- als, but also by programs. Access control mechanisms provide some protection, but require the programs to which access is granted to be unconditionally trusted. Allowing inspection or update of the data by untrusted programs requires analyzing their code, to ensure that it meets some security policy. This process is called information flow analysis.

The need for such a form of protection was identified very early [13]. Following military practice, several authors suggested assigning a security level to every program variable, and requiring that information be allowed to flow only from lower level variables to higher ones. The techniques proposed to enforce this restriction involved security checks at run-time [8], at compile-time [7], or as part of a manual proof process [4]. Security levels offer a simple way of guaranteeing non-interference – a property which allows de-scribing many security policies, including (combinations of) secrecy and integrity requirements [11].

Non-interference states the absence of dependency between [part of] a program’s inputs and [part of] its outputs. Thus, information flow analysis is nothing but a dependency analysis. This fact was pointed out by Abadi et al. [1], who described a general-purpose dependency analysis in terms of a type system for an extended λ-calculus.

In our eyes, expressing dependency properties in terms of types is a highly commendable approach. Indeed, it has no run-time cost, and offers a correctness guarantee prior to program execution. Types are usually simple, predictable, and may serve as a specification language. Lastly, this allows automating the construction of correctness proofs, provided type inference is available. In fact, later versions of Denning’s compile-time certification system [6] bear a strong resemblance to today’s polymorphic, constraint-based type systems. Yet, to the best of our knowledge, the first type-based information flow analysis is due to Palsberg and Ørback, who developed a typed λ-calculus with integrity annotations [18, 17]. This work was, unfortunately, not supported by a non-interference proof. It was followed by several others, concerned with preserving secrecy in a first-order imperative language [27], a higher-order functional language [12, 1], or in Java [14].

Although these works offer a wide variety of techniques and ideas, none of them provides polymorphism and type inference – features routinely found in modern typed programming languages – together with a non-interference proof. For instance, Myers [14] offers a very powerful system, but is unable to prove its correctness, due to the sheer number of its features. Heintze, Riecke, Abadi and Banerjee [12, 1] only propose simply-typed λ-calculi. One may conjecture that their non-interference proofs, based on logical relations and (in the later paper) on a categorical semantics of λ-calculus, cannot easily deal with recursive or polymorphic types. Velpaleo and Smith’s type inference algorithm [27] infers principal type schemes, but does not use them to its own advantage. Rather, it textually expands “let” definitions, which takes exponential time. The reason for this weakness may be the effort involved in duplicating a correctness proof for a truly polymorphic, constraint-based type system.

This paper describes a systematic way of extending an existing type system with information flow control. Given an arbitrary type system for core ML, we build a related system, whose types carry security annotations, and whose correctness, including non-interference, rests upon the origi-
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nal's. Thus, we avoid proof duplication and obtain a formal non-interference result at a very small cost.

Varying the original system yields a whole family of provably correct, information flow-aware type systems, showing that information flow analysis may be readily combined with recursive types, polymorphism, type inference, or other advanced type-theoretic features. Our proofs rely on an untyped operational semantics. This approach has several advantages. It requires no domain- or category-theoretic knowledge. It does not make any assumptions about the form of types, allowing any type system to be used as a starting point. Furthermore, it should be applicable to other languages, such as λ-calculus with side effects, object calculus, or process calculi, which already enjoy rich type systems (e.g. [9]), yet may not have a denotational semantics.

We conclude with a comparison of information flow control and access control, and argue that these mechanisms may usefully coexist, while remaining entirely independent at a theoretical level. On the whole, we believe this paper gives rise to the most powerful type systems equipped with static information flow and access control to date, with minimal theoretical overhead. We hope it will serve as a useful practical guide for programming language implementors.

2 Overview

It seems intuitively obvious that the simplest way of dynamically tracking information flow throughout a computation is to mark its inputs with labels and require every operation to copy the labels carried by its arguments to its result. Provided labels are properly copied, none can be dropped along the way; so, the final result must carry the labels of all inputs which have effectively been used. Reversing this statement, we see that the final result cannot depend on any input whose label it does not carry. This route is taken by Abadi, Lampson and Lévy [2], who develop a labelled λ-calculus in order to dynamically analyze dependencies. It exhibits two differences from ordinary λ-calculus. First, expressions may carry a label; second, a new reduction rule copies labels, forcing the result of every function application to retain the label attached to the function. We review this calculus in section 3, and prove that "labels cannot be dropped" by stating a stability theorem.

Abadi, Lampson and Lévy's labelled λ-calculus, extended with a "let" construct, is our starting point. However, we wish to analyze dependencies statically, rather than dynamically; in fact, we plan to do so by building a type system for the labelled calculus. To this end, it seems natural to pick some existing type system for core ML and enrich it with information about labels. However, if we modify an existing system, then we must also modify its correctness proof - which essentially means duplicating it. (This approach is followed in all papers to date.) Instead, we wish to build on the system's correctness theorem, regardless of its proof. Thus, we cannot afford to modify the existing system; instead, we must use it as a building block - a black box - in the definition of the new system.

However, neither labelled expressions nor the extra reduction rule are known to a type system for core ML. How to "explain" these features to it? Our answer is to devise a translation scheme. Using it, we turn a program written in the labelled calculus into a core ML program, which we can then submit to a traditional type system. Because our translation scheme is computationally meaningful, the type thus produced makes sense: it describes the behavior of the original program with respect to data and to labels.

The encoding is extremely simple. It maps every source expression to a pair, whose first component represents the expression's computational content, and whose second component contains (an approximation of) its label. Of course, the target calculus must have pairs, as well as a family of constants which represent labels. We define such a calculus in section 4. We then describe the translation scheme and give a fundamental simulation lemma, in section 5.

In section 6, we assume given a type system for the target calculus. We define a small number of requirements about it, most notably a syntactic type soundness theorem. Then, we impose this type system on the source calculus, through our translation. We show that the system thus obtained is also sound, and enjoys a non-interference property.

In section 7, we note that our translation scheme is a bit naive, and may cause an exponential increase in the size of programs. To remedy this, we define a variant of it, which only has linear overhead, and show that it is equivalent, as far as typing is concerned.

In section 8, we illustrate our theoretical construction with a concrete example. We pick an existing type inference system for core ML [20], show that it meets our requirements, and give a concrete description of the corresponding information flow-aware system. We illustrate its power by running it on a small, but typical, program.

Section 9 discusses access control, and argues that it is independent of information flow control. The two mechanisms may of course coexist; we show that this allows selective declassification à la Myers and Liskov [15].

Section 10 discusses our contribution and concludes.

3 Source calculus

3.1 Presentation

Our source calculus is exactly Abadi, Lampson and Lévy's labelled λ-calculus [2], extended with a "let" construct in the style of ML.

\[
e ::= \quad \text{source terms}
\]
\[
| k \quad \text{integer constant} (k \in \mathbb{N})
| x \quad \text{variable} (x \in V)
| \lambda x. e \quad \text{abstraction} (x \in V)
| (e e) \quad \text{application}
| \text{let } x = e \text{ in } e \quad \text{local definition} (x \in V)
| l : e \quad \text{labelled term} (l \in L)
\]

The set \( V \) of program variables is assumed to be denumerable. No assumptions are made at this point, about the set of labels \( L \).

The operational semantics for the calculus follows. Rules \((\beta), (\text{let})\) and \((\text{context})\) are standard. In rule \((\text{context})\), \( C \) ranges over arbitrary contexts: we do not yet choose a particular evaluation strategy. Rule \((\text{lift})\) allows moving labels outwards as little as possible to permit \( \beta \)-reduction. In other words, \((\text{lift})\) moves the label of a function to its result, so as to record the fact that it has been used in producing it, and consequently, that the result \emph{depends on} it.

\[
\begin{align*}
(\lambda x. e_1) e_2 & \rightarrow e_1[e_2/x] & (\beta) \\
\text{let } x = e_1 \text{ in } e_2 & \rightarrow e_2[e_1/x] & (\text{let}) \\
l : e_1 e_2 & \rightarrow l : (e_1 e_2) & (\text{lift}) \\
C[e_1] & \rightarrow C[e_2] & \text{if } e_1 \rightarrow e_2 & (\text{context})
\end{align*}
\]
From a practical point of view, labels may be inserted into the code as a way of supplying security information. Specific labels may be used, for instance, to indicate that the result of certain expressions must be kept secret (e.g. if it is deemed to contain confidential information), or must not be trusted (e.g. if it was read from a public input channel). Notice, however, that no fixed meaning is built into labels. Labels merely track dependencies; their "meaning" only exists in the user's mind. After we define a type system for this calculus, the user will be able to add static typing assertions, to programs, thereby defining a security policy, and giving "meaning" to labels. Because the policy is statically enforced, the semantics does not have "security violations".

**Example** To illustrate every step taken throughout the paper, we will use a very simple running example. Assuming 1. and h are labels, let \( e \equiv \lambda x. y \) (h : 27), Then,

\[
\begin{align*}
e &\to 1. : (\lambda x. y) (h : 27) \quad \text{by (lift)} \\
&\to 1. : (\lambda y) \
\end{align*}
\]

Rule (lift) moves the label 1 up one node. This exposes the \( \beta \)-redex, allowing the function \( \lambda x. y \) to receive its argument. At this same guarantee, that the application's result is tagged 1, thus recording its dependency on the subterm 1. : (\lambda x. y). Notice how the subterm h : 27, which is unused, is dropped during \( \beta \)-reduction, label included.

### 3.2 A stability theorem

Thanks to the presence of explicit labels, this calculus enjoys a simple, constructive stability theorem. Given a computation sequence \( e \to f \), it guarantees that \( e \) does not depend on any sub-term of \( e \) which carries a label not found in \( f \). More precisely, it states that the prefix of \( e \) obtained by "pruning" all such sub-terms is still able to produce \( f \), in spite of the missing information.

We begin with some standard definitions. A prefix is an expression which may have missing sub-expressions:

\[
e := \begin{array}{l}
\text{prefixes} \\
- \text{hole} \\
\ldots
\end{array}
\]

A prefix \( e \) is a prefix of another prefix (or expression) \( e' \) if \( e \) matches \( e' \), except \( e \) may have more holes; we write \( e \preceq e' \). For the purposes of reduction, we treat \( \lambda x. e \) like a free variable.

Prefixes enjoy the following monotonicity property:

**Lemma 3.2** Let \( e, e' \) be prefixes such that \( e \preceq e' \). If \( f \) is an expression such that \( e \to f \), then \( e' \to f \).

Given an arbitrary set of labels \( L \subseteq L \), we define the function \([.]_L\) which maps any prefix \( e \) to a prefix of itself:

\[
\begin{align*}
l \in L : [e]_L &= - \\
l \notin L : [e]_L &= l :: [e]_L \\
[x]_L &= x \\
[\lambda x. e]_L &= \lambda x. [e]_L \\
[e_1 e_2]_L &= ([e_1]_L \cdot [e_2]_L) \\
\end{align*}
\]

Informally speaking, \([.]_L\) removes every sub-term which carries a label not found in \( L \).

We are now ready to state the stability theorem. We supply its proof, not because of its interest, but rather because we wish to insist on its simplicity. It begins with the following auxiliary lemma.

**Lemma 3.3** If \( e \to f \) may be derived by applying \( \beta \) or \( \text{let} \), or by \( \text{(lift)} \) of a label \( l \in L \), then \([e]_L \to [f]_L\).

**Proof.** Case \( \beta \). Then, \( e = ((\lambda x. e_1) e_2) \to e_1[e_2/x] = f \). So, \([e]_L = ((\lambda x. [e_1]_L) [e_2]_L) \to [e_1][e_2/x]_L = [f]_L \). Case \( \text{(let)} \) is similar.

Case \( \text{(lift)} \). Then, \( e = (l : e_1) e_2 \to l : (e_1) e_2 = f \).

Because \( l \in L \), \([e]_L \) is \( ([l : e_1]_L [e_2]_L) \). By \( \text{(lift)} \), this reduces to \( l : ([e_1]_L [e_2]_L) = [f]_L \).

**Theorem 3.1** (Stability). Assume \( e \) is a prefix and \( f \) is an expression. If \( e \to f \) and \([f]_L = f \), then \([e]_L \to f \).

**Proof.** By induction over the length of the derivation of \( e \to f \). In the base case, \( e \) equals \( f \), and the result is immediate. In the inductive case, we assume \( e \to g \to f \), where, by induction hypothesis, \([g]_L \to f \). Let \( C \) be a context such that \( e = C[e'] \), \( g = C[g'] \), and \( e' \to g' \), where \( e' \to g' \) follows directly from \( \beta \), \( \text{(let)} \) or \( \text{(lift)} \). Define \( D = [C]_L \).

(Extend \([.]_L \) to contexts in the obvious way.) Now, either lemma 3.2 is applicable to \( e' \to g' \), or it isn’t.

If it is, then \([e']_L \to [g']_L \) holds. So, \([e]_L = [C[e']]_L = D[[e']_L] \to [g']_L = [C[g']]_L \). Recall that \([g]_L \to f \), the result follows.

If it isn’t, then \( e' \to g' \) is an instance of a \( \text{(lift)} \) rule involving a label \( l \notin L \). So, \( g' \) is of the form \( l : g'' \). Since \( g = C[l : g'] \) and \( l \notin L \), \([g]_L \) equals \([D]_L \). Thus, it is a prefix of \( D[[e']_L] = [C[e']]_L \). Recall that \([g]_L \to f \); by lemma 3.1, this entails \([e]_L \to f \).

**Example** The program \( e = (1. : (\lambda x. y)) (h : 27) \) produces the result 1. : (\lambda y \) y). The only label that appears in \( f \) is \( l \), so \([f]_L = f \). According to theorem 3.1, the prefix \([e]_L \) must reduce to \( f \) as well. Indeed, we find

\[
\begin{align*}
[e]_L &= (1. : (\lambda x. y)) \\
&\to 1. : (\lambda y) \\
&\to 1. : (\lambda y)
\end{align*}
\]

By lemma 3.1, any expression which has \([e]_L \) as a prefix must reduce to \( f \) as well. For instance, \( 1. : (\lambda y. y) (h : 68) \) does. Using labels, we have determined that the sub-term 27 does not contribute to the computation \( e \to f \).

### 4 Target calculus

As explained in section 2, we now wish to translate our source calculus into a more conventional, unlabelled calculus, so as to be able to use some off-the-shelf type system. As our target calculus, we choose core ML, extended with pairs and label constants.

\[
e ::= \\
\begin{array}{ll}
k & \text{integer constant} \ (k \in N) \\
x & \text{variable} \ (x \in \mathcal{V}) \\
\lambda x. e & \text{abstraction} \ (x \in \mathcal{V}) \\
(e, e) & \text{application} \\
\text{let } x = e \text{ in } e & \text{local definition} \ (x \in \mathcal{V}) \\
\end{array}
\]

Informally speaking, \([.]_L\) removes every sub-term which carries a label not found in \( L \). We are now ready to state the stability theorem. We supply its proof, not because of its interest, but rather because we wish to insist on its simplicity. It begins with the following auxiliary lemma.
\[
\begin{align*}
\langle e \rangle &= \langle \langle e \rangle^1, \langle e \rangle^2 \rangle \\
\langle k \rangle^1 &= k \\
\langle x \rangle^1 &= \text{fst} x \\
\langle \lambda x. e \rangle^1 &= \lambda x. \langle e \rangle \\
\langle e_1 \ e_2 \rangle^1 &= \text{fst} (\langle e_1 \rangle^1 \langle e_2 \rangle^1) \\
\langle \text{let } x = e_1; \text{ in } e_2 \rangle^1 &= \text{let } x = \langle e_1 \rangle \text{ in } \langle e_2 \rangle^1 \\
\langle l : e \rangle^1 &= \langle e \rangle^1 \\
\langle k \rangle^2 &= e \\
\langle x \rangle^2 &= \text{snd} x \\
\langle \lambda x. e \rangle^2 &= e \\
\langle e_1 \ e_2 \rangle^2 &= \langle e_1 \rangle^2 \text{ @ } \text{snd} (\langle e_1 \rangle^1 \langle e_2 \rangle^1) \\
\langle \text{let } x = e_1; \text{ in } e_2 \rangle^2 &= \text{let } x = \langle e_1 \rangle \text{ in } \langle e_2 \rangle^2 \\
\langle l : e \rangle^2 &= l \text{ @ } \langle e \rangle^2 
\end{align*}
\]

In rule \(\text{(context)}\), \(C\) again ranges over arbitrary contexts.

In the source calculus, an expression may carry zero, one or more labels. However, our translation scheme (to be presented in section 5) associates exactly one label with every expression. The least label \(e\) will also be used to represent the absence of any label; the join operation, \(\otimes\), will be used to compute a conservative approximation of two labels. In other words, the source expressions \(e\) and \(e : e\) will be translated to equivalent target expressions; so will \(\text{fst} : m : e\) and \(\langle \text{fst} : m \rangle : e\). This lack of precision will not be a problem. In fact, even if the translation itself was not approximate, the subsequent typing stage would certainly be: there is no point, in practice, in keeping track of \textit{lists} of labels.

Lastly, to allow formal reasoning about the fact that \(\otimes\) stands for an associative operation, with neutral element \(e\), we define an extended semantics denoted \(\rightarrow_{\otimes}\), by adding two extra rules to those above:

\[
\begin{align*}
\langle e_1 \otimes e_2 \rangle \otimes e_3 &\rightarrow_{\otimes} \langle e_1 \otimes (e_2 \otimes e_3) \rangle \quad \text{(assoc)} \\
\text{e} \otimes e &\rightarrow_{\otimes} e \quad \text{(neutral)}
\end{align*}
\]

In particular, \(\rightarrow_{\otimes}\) contains \(\rightarrow\).

5 Translation

A translation from the source calculus to the target calculus is defined in figure 1. The translation function maps every source expression \(e\) to a pair \(\langle e \rangle\), whose first (resp. second) component is denoted \(\langle e \rangle^1\) (resp. \(\langle e \rangle^2\)). The functions \(\langle \cdot \rangle^1\) and \(\langle \cdot \rangle^2\) are defined using mutual induction.

A source expression \(e\) is mapped to a pair, whose first component represents \(e\)’s “actual value” (i.e. its computational content), and whose second component represents \(e\)’s label. For instance, the unlabeled integer \(k\) is translated to \(\langle k, e \rangle\), where \(e\) denotes the absence of a label. \(\lambda\)-abstractions are handled similarly. A variable \(x\) is translated to \(\langle \text{fst } x, \text{snd } x \rangle\). Although it would be possible to translate it as \(x\), this is more homogeneous.

The translation of an application expression \(e_1 \ e_2\) makes the \((\lambda \beta\)-ing process explicit. According to our convention, \(\langle e_1 \rangle\) is a pair of a function and a label. We extract the former, namely \(\langle e_1 \rangle^1\), and apply it to its argument as a whole, namely \(\langle e_2 \rangle^1\). This returns again a pair, whose first component is the computational content — we then keep unchanged, and whose second component — the label — we join with \(e_1\)’s label, namely \(\langle e_1 \rangle^2\). Thus, the label attached, in the translation, with \(e_1 \ e_2\), includes (i.e. is greater than, according to \(\ll\)) the one attached with \(e_1\). Joining labels allows keeping track of a single label per expression, rather than a list thereof. This is simpler, while still precise enough for our purposes.

Because the expression \(\langle e_1 \rangle^1 \langle e_2 \rangle^1\) appears in \(\langle e_1 \ e_2 \rangle^1\) and in \(\langle e_1 \ e_2 \rangle^2\), the size of \(\langle e \rangle\) is exponential in the size of \(e\). From a purely theoretical point of view, this is not a problem. We favor this formulation for its simplicity: thanks to it, stating and proving a simulation lemma is very easy. In practice, however, efficiency demands a linear encoding. We will define one, and prove that it is equivalent to this one, as far as typing is concerned, in section 7. The reader may wish to immediately have a look at its definition, given in figure 2.

Expressions of the form \(\text{let } x = e_1; \text{ in } e_2\) and \(l : e\) are translated in a straightforward way (again, inducing exponential behavior). Notice how \(\langle l : e \rangle\) has the same computational content as \(\langle e \rangle\), but has a greater label, due to the join operation \(l \otimes\).

It is a matter of pure routine to check the following lemma, whose proof we therefore omit.

\textbf{Lemma 5.1 (Simulation)} If \(e \rightarrow f\), then \(\langle e \rangle \rightarrow_{\otimes} \langle f \rangle\).

\textbf{Example} The translation of \(\text{let } x = 27\); \(\text{in } y = x + 1\) is \(\langle 27, \text{let } x = 27; \text{ in } y = 28 \rangle\). Thus, the term \(e = \langle 1; \langle \lambda x \langle y \rangle \rangle \rangle \) (\(\langle 27; \text{let } x = 27; \text{ in } y = 28 \rangle\)) is translated to \(\langle \text{fst} : (1; \otimes \text{let } x = 27; \text{ in } y = 28) \rangle\), where \(a\) stands for \(\langle \lambda x. \langle y \rangle \langle \text{fst} : y ; \text{snd } y \rangle \rangle \).

Through \(\langle \beta \rangle\), \(\langle \pi_1 \rangle\), \(\langle \pi_2 \rangle\), \(\langle \text{assoc} \rangle\) and \(\langle \text{neutral} \rangle\), \(\langle e \rangle\) reduces to \(\langle \lambda y. \langle \text{fst } y ; \text{snd } y \rangle \rangle\), which is exactly \(\langle 1; \langle \lambda y \langle y \rangle \rangle \rangle\), in accordance with lemma 5.1.

6 Typing

6.1 Fixing a strategy

So far, we have not committed to a particular evaluation strategy in the source or target language. We must now do so, mainly because it seems we cannot otherwise state a meaningful \textit{progress} theorem — one of the two fundamental type soundness theorems [28]. Let us settle on call-by-name evaluation; we will discuss call-by-value when appropriate.
In the source language, let \( \to_{\text{can}} \) be the reduction relation obtained by restricting rule (context) to the following subset of contexts. Furthermore, define values, a subset of expressions, as follows.

\[
C ::= [] \mid (C \, e) \mid I : C
\]

\[
v ::= k \mid \lambda x. e \mid I : v
\]

We proceed similarly with the target language:

\[
C ::= [] \mid (C \, e) \mid \text{fst } C \mid \text{snd } C \mid (\circ C) \mid (\circ I \, C)
\]

\[
v ::= k \mid \lambda x. e \mid (e, e) \mid \text{fst } \mid \text{snd } \mid I \mid (\circ I)
\]

It is interesting to notice that the second fundamental type soundness theorem, namely subject reduction, can be stated independently of the reduction strategy: it suffices to require that types be preserved along all reduction paths. We will in fact do so in the following.

6.2 Assumptions

From here on, we assume the target calculus is equipped with a type system. As explained in section 2, we view it as a ‘black box’: that is, we make no assumptions about its definition. Rather, we simply regard it as a relation between closed target expressions and types satisfying a small number of axioms. This frees us from caring about typing rules, environments, constraints, universal quantification, or other subtleties involved in the system’s inner workings. Thus, we assume typing judgements are of the form \( e : t \), where \( e \) is a closed target expression, and \( t \) belongs to some (unspecified) set of types \( T \).

We now present our assumptions about the type system, in the form of 6 axioms. The first one states that any (closed) sub-expression of a well-typed expression is well-typed. This axiom is satisfied by all systems defined in terms of structural typing rules.

**Axiom 1 (Compositionality)** If \( e \) is a closed expression such that \( C[e] : t \), then \( e : u \) holds for some \( u \in T \).

Our next two axioms constitute a syntactic type soundness hypothesis [28]. The subject reduction axiom refers to \( \to_{\alpha} \), whereas \( \to_{\text{can}} \) would be expected, since we have chosen a call-by-name evaluation strategy. This strengthens it in two ways. First, replacing \( \to_{\text{can}} \) with \( \to \) requires types to be preserved by all reductions, rather than only by call-by-name reductions. Many common type systems, such as Hindley/Milner’s, are unaware of the evaluation strategy and satisfy this stronger axiom. Although working with the usual (weak) version of the axiom may be possible, this choice simplifies our proofs. Second, replacing \( \to \) with \( \to_{\alpha} \) requires (assoc) and (neutral) to preserve types as well.

**Axiom 2 (Subj. red.)** If \( e : t \) and \( e \to_{\alpha} f \), then \( f : t \).

**Axiom 3 (Progress)** If \( e : t \), then either \( \exists f \quad e \to_{\text{can}} f \), or \( e \) is a value.

The next axiom requires that every label \( l \) which is already a valid expression in the target calculus, be also a valid type (possibly modulo some implicit embedding). It also states that, if \( m \) is a valid type for \( l \), where both \( l \) and \( m \) are labels, then \( f \) must be below \( m \) in the semi-lattice \( L \).

Clearly, one way of implementing these requirements is to define a set of types \( T \) which syntactically contains \( L \), to make \( l : l \) a valid typing judgement for every \( l \in L \) and to define a subtyping relationship whereby \( l \) is a subtype of \( m \) if and only if \( l \leq m \) holds. We illustrate this approach in section 8. However, it is interesting to note that this axiom does not demand subtyping. A system without subtyping, but with a sufficient degree of polymorphism, may also be used. For instance, if \( L \) happens to be the power-set of a set \( P \) (which represents, say, principals), then labels may be typed using \( P \)-indexed rows [21]. A similar idea underlies Objective ML [22], a typed object-oriented language which does not rely on subtyping.

**Axiom 4 (Labels)** Every label is a type: \( L \subseteq T \). If \( l, m \in L \), then \( l : m \) implies \( l \leq m \).

Our last two axioms concern integers and pairs. They are far less important than axioms 1–4: their main use is to help formulate the non-interference theorem in a nice way.

**Axiom 5 (Integers)** There is a type \( \text{int} \in T \). A value \( v \) satisfies \( v : \text{int} \) if and only if it is an integer constant \( k \in \mathbb{N} \).

**Axiom 6 (Pairs)** There is a partial function \( \times : T^2 \rightarrow T \) such that \( (e, f) : t \times u \) implies \( e : t \wedge f : u \). Conversely, if \( e \) and \( f \) are well-typed, then \( (e, f) \) is well-typed.

Note that \( \text{int} \) and \( \times \) may not directly correspond to the type system’s own \( \text{int} \) and \( \times \) type constructors. Indeed, what is known as a type in this axiomatization may be known e.g. as a type scheme in the system’s actual definition.

6.3 Typing the source calculus

We now define the type system of the source calculus as the composition of the translation defined in section 5 with the type system of the target calculus. That is, for any closed source expression \( e \), \( e : t \) holds if and only if \( (e) : t \) holds. We notice that if the chosen type system enjoys the existence of principal types, or of a type inference algorithm, then so does the newly defined system.

This abstract definition suffices to prove soundness and non-interference theorems about the derived system. Of course, if one is given the rules which define the target system, then one may combine them with the definition of \( [\cdot] \), yielding a set of derived rules which allow direct type checking/inference in the source calculus. We will illustrate this in section 8.

The new system enjoys the following two soundness results. We omit the proof of theorem 6.2, which is straightforward, but slightly verbose.

**Theorem 6.1 (Subj. red.)** If \( e : t \) and \( e \to f \), then \( f : t \).

**Proof.** According to lemma 5.1, \( e \to f \) implies \( [e] \to_{\alpha} [f] \). Furthermore, by definition of the type system in the source calculus, our hypothesis \( e : t \) may be read as \( [e] : t \) and our goal may be read as \( [f] : t \). The result follows from the fact that \( \to_{\alpha} \) preserves types (axiom 2).

**Theorem 6.2 (Progress)** If \( e : t \), then either \( \exists f \quad e \to_{\text{can}} f \), or \( e \) is a value.

Next, we prove a non-interference theorem, which states that types in the new system do contain useful dependency information. The interesting aspect of our proof is that it is written in an entirely operational style: it essentially relies
on two properties of the labelled calculus: stability (theorem 3.1) and subject reduction (theorem 6.1).

For simplicity, the theorem only concerns integer results. A more general statement would be possible.

**Theorem 6.3 (Non-interference)** If $e : \text{int} \times l$ and $e \rightarrow v$, where $v$ is a value, then $[e]_l \rightarrow v$.

*Proof.* According to theorem 6.1, $v : \text{int} \times l$ holds. This may be read $\{v\} : \text{int} \times l$, which, according to axiom 6, implies $\{v\} : \text{int}$. So, according to axiom 5, $\{v\}$ cannot be a $\lambda$-abstraction. Considering $v$ is a value, $v$ must be of the form $l_1 : l_2 : \ldots : l_n : k$. For some $n \geq 0$.

Thus, $(v)$ is $(k, l_1 \circ \ldots \circ l_n \circ \epsilon)$. From the fact that this expression has type $\text{int} \times l$, we may deduce, through theorem 6, that $l_1 \circ \ldots \circ l_n \circ \epsilon$ has type $l$. However, this expression may be reduced, by repeated application of rule (join), to $l_1 \eta \ldots \eta l_n$. According to axioms 2 and 4, it follows that $l_1 \eta \ldots \eta l_n \Rightarrow l$. In other words, every $l_i$ is an element of $\frac{1}{l} l$. So, $[v]_l$ equals $v$, which, according to theorem 3.1, implies $[e]_l \rightarrow v$. □

The non-interference theorem may be better known under the following symmetric form:

**Corollary 6.4** Assume $e, f : \text{int} \times l$ and $[e]_l = [f]_l$. Then, either both $e$ and $f$ diverge, or both $e$ and $f$ converge and produce the same value.

*Proof.* Assume $e$ converges. Then, according to theorem 6.3 and lemma 3.1, $f$ converges to the same value. By symmetry, the converse also holds; if $f$ converges, then $e$ converges to the same value. Furthermore, by theorems 6.1 and 6.2, neither $e$ nor $f$ can go wrong. The result follows. □

Here, to converge means to be able to reach a value along some reduction path. To diverge means not to converge and not to go wrong. To go wrong means to get stuck along some reduction path. By normalization2, these are the same notions, regardless of whether $\rightarrow$ or $\rightarrow_\text{con}$ is being used.

Corollary 6.4 guarantees not only that $e$ and $f$ produce the same value, but also that they behave similarly with respect to termination. This is a strong non-interference statement. With a call-by-value semantics, one would obtain a slightly weaker result, whereby $e$ and $f$ would be guaranteed to yield the same value only if they terminate. Indeed, if $e \rightarrow_\text{con} v$ and $f \rightarrow_\text{con} w$, where $v$ and $w$ are values, then, by normalization, $e \rightarrow_\text{con} v$ and $e \rightarrow_\text{con} w$, whence, by corollary 6.4, $v = w$. To obtain a strong non-interference result in a call-by-value setting, one may modify the labelled calculus accordingly [2, section 3.7], and repeat our construction. This yields, however, a significantly more restrictive type system.

These non-interference results are stated in the source calculus, which has non-standard semantics. However, labels are not first-class entities; i.e., they cannot affect the course of computations, as shown by [2, prop. 3]. Thus, if all labels are removed before execution, i.e., if we evaluate "stripped" terms within a standard $\lambda$-calculus, then the non-interference results still hold.

Lastly, it is important to prove that "enough" programs are accepted by the new system which may otherwise turn out to be devoid of practical interest. Unfortunately, doing so at an abstract level requires more axioms, which are difficult to state in an elegant way. For this reason, we will only address this issue in the concrete setting of section 8.

---

2We haven't proved a normalization theorem for the labelled $\lambda$-calculus, but this can be done using existing techniques.

**Figure 2:** Linear translation

<table>
<thead>
<tr>
<th>$[k]$</th>
<th>$\langle k, e \rangle$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$[x]$</td>
<td>$\langle \text{fst} x, \text{snd} x \rangle$</td>
</tr>
<tr>
<td>$[\lambda x. e]$</td>
<td>$\langle \lambda x. [e]_l, e \rangle$</td>
</tr>
<tr>
<td>$[e_1 ; e_2]$</td>
<td>$\text{letp} \langle x, t \rangle = [e_1] \text{ in } \text{letp} \langle y, u \rangle = x \ [e_2] \text{ in } \langle y, t \oplus u \rangle$</td>
</tr>
</tbody>
</table>

**A more efficient translation**

The translation scheme presented in section 5 behaves nicely with respect to reduction: it enjoys a very simple simulation lemma. However, because it duplicates sub-expressions, it has exponential complexity. In this section, we present a slightly different translation scheme, which only has linear overhead, because it uses local variable declarations to share sub-expressions where needed. We could have chosen to use this one in the first place, but losing lemma 5.1 would have made our proofs somewhat heavier.

The new encoding's definition is shown in figure 2. The auxiliary local variables $x, t, y$ must be chosen so as to avoid variable capture. We use $\text{letp} \langle x, y \rangle = e_1 \ \text{in } e_2$ to denote $((\lambda p. ((\lambda x. e_2) (\text{fst} p)) (\text{snd} p)) \ e_1) \ \text{where } p \ \text{does not appear free in } e_2$. It would also be possible to implement "letp" in terms of "let". Our choice emphasizes the fact that no polymorphism is required: the point is to avoid duplicating $e_1$, not to generalize its type.

To establish a relationship between $[\cdot]$ and $\langle \cdot \rangle$, we need a few extra axioms concerning the target type system. Let us use $e : c \vdash t$ to denote $C[e] : t$. This gives us a crude way of denoting the "type" of a non-closed expression.

**Axiom 7** If $\langle \text{fst} e, \text{snd} e \rangle : c \vdash t$, then $e : c \vdash t$.

**Axiom 8** If $x$ and $y$ appear free exactly once in $f$, and if $f[e]/x, e_2/y] : c \vdash t$, then $\text{letp} \langle x, y \rangle = e_1 \ \text{in } e_2 \vdash f[e]/x, e_2/y : c \vdash t$.

**Axiom 9** Let $x = e$ in $\langle f_1, f_2 \rangle : c \vdash t$ holds if and only if $\langle x = e \ \text{in } f_1, x = e \ \text{in } f_2 \rangle : c \vdash t$ does.

Using these extra axioms, as well as axiom 2, it is easy to prove that $\langle \cdot \rangle$ and $[\cdot]$ give rise to the same derived type system:

**Theorem 7.1** $[e] : t$ if and only if $\langle e \rangle : t$.

Thus, if type checking (resp. type inference) has complexity $O(n^k)$, where $k \geq 1$, in the original system, then it has the same complexity in the derived system. Indeed, $\langle \cdot \rangle$ may be computed in linear time, and the size of its output remains within a constant factor of that of its input.

8 A concrete case

In this section, we illustrate our approach with a concrete example. We first pick an existing type system for the target calculus, and show that it satisfies the axioms given in the previous section. Our construction thus gives rise to a concrete information flow-aware type system for the source
calculus, a direct description of which is given in the form of a set of type inference rules. Lastly, to illustrate the system’s power, we exercise it on a simple program fragment.

8.1  Typing the target calculus

Our target calculus is simply core ML with pairs, extended with label constants and the primitive operation @. In practice, almost any type system for core ML will do, provided it allows giving an appropriate type scheme to every \( t \in \mathcal{L} \) and @. Thus we have a very wide range of systems to choose from, e.g. [10, 24, 26, 22, 3, 16]. We pick a subtyping-constraint-based type system, previously studied by the first author. By lack of space, we must describe it very succinctly. More detailed accounts appear in [20, 19].

For simplicity, we distinguish identifiers bound by \( \lambda \), denoted \( x, y, \ldots \) from those bound by “let” denoted \( X, Y, \ldots \). We expect each \( \lambda \)-identifier to be bound at most once in a given program. Furthermore, in every expression of the form let \( X = e_1 \) in \( e_2 \), we require \( X \) to appear free within \( e_2 \). Overcoming these restrictions is of course possible, but requires more cumbersome typing rules.

The presentation of the system begins with a definition of ground types. They are the regular trees described by the following co-inductive definition:

\[
\downarrow ::= \bot \mid t \mid \text{int} \mid t \times t \mid t 
\]

Ground types are equipped with a subtyping order, given in figure 3. It is, as again, defined co-inductively: a subtyping assertion holds if and only if it has a finite or infinite derivation. Let us assume, from here on, that \( (\mathcal{L}, \leq) \) is a lattice. Then, ground types also form a lattice, within which \( \downarrow \) is embedded.

We then (inductively) define types and constraints:

\[
t ::= \alpha, \beta, \ldots \mid \bot \mid \text{int} \mid t \mid t \times t \mid t \rightarrow t \mid \top
\]

\[
c ::= \text{t} \leq \text{t}
\]

Here, \( \alpha, \beta, \ldots \) range over a denumerable set of type variables. A ground substitution \( \phi \) is a map from type variables to ground types. \( \phi \) satisfies a constraint \( t_1 \leq t_2 \) if and only if \( \phi(t_1) \leq \phi(t_2) \). \( \phi \) satisfies a constraint set \( C \) if and only if it satisfies each of its elements.

A context \( \mathcal{A} \) is a set of bindings of the form \( x : t \). A type scheme \( \sigma \) is a triple of a constraint set, a context and a type, written \( \forall \mathcal{C}. \mathcal{A} \Rightarrow t \). Intuitively speaking, all variables which appear in \( \sigma \) should be thought of as universally quantified, hence the \( \forall \) notation. More formally, the denotation of a type scheme is defined by

\[
[\forall \mathcal{C}. \mathcal{A} \Rightarrow t] = \{A \Rightarrow t : \phi \text{ satisfies } C\}
\]

Figure 3: Subtyping on ground types

\[
\begin{align*}
\bot \leq \downarrow & \quad \downarrow \leq \top & \quad \text{int} \leq \text{int} & \quad t \leq t' \\
\downarrow \leq \downarrow & \quad \downarrow \leq \downarrow & \quad \text{int} \leq \text{int} & \quad t \leq t' \\
\downarrow_1 \rightarrow t \leq \downarrow_1' \rightarrow t' & \quad t_1 \leq t_2, t_1 \leq t_1' & \quad \downarrow \times \downarrow \leq \downarrow \times \downarrow
\end{align*}
\]

Figure 4: Type inference rules

where \( \uparrow X \) represents the upper cone of a set \( X \) with respect to ground subtyping. (This requires a straightforward extension of \( \leq \) to objects of the form \( \downarrow \Rightarrow \downarrow \).) Given two type schemes \( \sigma_1 \) and \( \sigma_2 \), we say the former is more general than the latter, and we write \( \sigma_1 \leq \sigma_2 \), if and only if \([\sigma_1] \supseteq [\sigma_2] \).

Figure 4 gives the type inference rules of the system. Judgements are of the form \( \Gamma \vdash e : \sigma \), where \( \Gamma \) is an environment (i.e. a list of bindings of the form \( x : \alpha \)), \( e \) is a target expression, and \( \sigma \) is a type scheme. As far as notation is concerned, \( (x : \alpha) \) represents a context containing a single entry. \( \mathcal{A} \backslash x \) is the context obtained by removing \( x \)’s binding (if any) from \( \mathcal{A} \). We shorten the notation \( \forall \mathcal{C}. \mathcal{A} \Rightarrow t \) to \( \forall \mathcal{C} t, \mathcal{A} \Rightarrow t \), or simply \( t \), if \( \mathcal{A}, C \), or both are empty.

For the sake of readability, we slightly abuse notation. We let \( \mathcal{A}(x) \) stand for the type associated with \( x \) in \( \mathcal{A} \), if \( \mathcal{A} \) contains a binding for \( x \), and for \( \top \) otherwise. We use \( \mathcal{A}_1 \cap \mathcal{A}_2 \) to denote the point-wise intersection of \( \mathcal{A}_1 \) and \( \mathcal{A}_2 \). That is, whenever \( x \) has a binding in \( \mathcal{A}_1 \) or \( \mathcal{A}_2 \), its binding in \( \mathcal{A}_1 \cap \mathcal{A}_2 \) is \( A(x) \cap A_2(x) \). Because the system does not have intersection types, this expression must in fact be understood as a fresh type variable, accompanied by an appropriate conjunction of subtyping constraints.

Every type scheme is implicitly required to have a non-empty denotation, i.e. a solvable set of constraints.

These rules only describe core ML. Type inference for the full target language, as defined in section 4, is obtained by adding the following (pseudo-)bindings to the initial typing environment \( \Gamma_0 \):

\[
\begin{align*}
k &: \text{int} & (k \in \mathbb{N}) \\
\text{fst} &: \alpha \times \top \rightarrow \alpha \\
\text{snd} &: \top \times \alpha \rightarrow \alpha \\
l &: \downarrow & (l \in \mathcal{L}) \\
\emptyset &: \forall \{\alpha \leq \omega\}. \alpha \rightarrow \alpha \rightarrow \alpha \\
\alpha \circ \beta &: \alpha \rightarrow \beta \rightarrow \alpha \times \beta
\end{align*}
\]

Here, \( \omega \) stands for the greatest element of the lattice \( \mathcal{L} \). The constraint \( \alpha \leq \omega \) guarantees that \( \emptyset \) is only applied to expressions which denote label constants.
\begin{align*}
\Gamma \vdash k : \text{int}^f \\
\alpha, \varphi \text{ fresh} \\
\Gamma \vdash \lambda x : (x : \text{int}^f) \Rightarrow \alpha^f \\
\alpha, \varphi \text{ fresh} \\
\Gamma \vdash e : \forall C. (A \land x) \Rightarrow (A(x) \Rightarrow t) \\
\Gamma \vdash e_1 : \forall C_1, A_1 \Rightarrow t_1 \\
\Gamma \vdash e_2 : \forall C_2, A_2 \Rightarrow t_2 \\
C = C_1 \cup C_2 \cup \{t_1 \leq (t_2 \rightarrow \alpha^f)^* \} \land \varphi \leq \alpha \\
\Gamma \vdash \lambda x : \forall C. (A_1 \cap A_2) \Rightarrow \alpha^f \\
\alpha, \varphi \text{ fresh} \\
C' = C \cup \{t \leq \alpha^f, t \leq \varphi \leq \alpha \} \\
\Gamma \vdash \lambda x : \forall C'. A \Rightarrow \alpha^f
\end{align*}

Figure 5: Derived type inference rules

8.2 Back to the source calculus

We are now ready to apply the results of section 6 in the concrete setting considered here.

**Theorem 8.1** Define types, in the sense of section 6, to be type schemes, in the sense of this section. Define \( e : \sigma \) to hold if and only if \( 3 \sigma' \leq \sigma \) \( \Gamma_0 \vdash e : \sigma' \). Then, axioms 1–9 are satisfied.

A proof of subject reduction, in the case of core ML, appears in [20]. Extending it to the language considered here, as well as checking the other axioms, is straightforward, although somewhat lengthy. We omit proofs.

Composing \([ ]\) with the type inference algorithm of the target calculus yields a type inference algorithm for the source calculus, enjoying all of the properties stated in section 6. Let us now give a more direct description of this algorithm. By systematically composing the definition of the encoding with the rules of figure 4, and performing a few constraint simplification steps, as allowed by the use of \( \leq \) in theorem 8.1, we obtain a set of derived type inference rules, shown in figure 5. The last two rules, which deal with "let"-bound variables and "let" definitions, are unchanged, so they are not shown. The product notation \( t \times u \) has been replaced with \( t^u \), so as to insist on the fact that we are dealing with types carrying security annotations.

These rules seem quite intuitive. They resemble the rules of figure 4, with the following differences. Values (integer constants and \( \lambda \)-abstractions) are annotated with \( e \) upon creation. The security level of a function application expression is the join of the result level with the function level, thus recording the fact that the function contributes to the computation. The security level of a labelled expression \( l : e \) is the join of \( e \)'s level with \( l \). Of course, it would have been easy to come up with these rules directly. However, our approach has several advantages over a manual approach. First, it is systematic, leaving no doubt that these rules are natural. Second, we obtain correctness proofs (almost) for \emph{free}, which is non-trivial, considering the system has polymorphism, subtyping, recursive types, and type inference.

Lastly, our approach is general and may be applied to many other type systems.

As a last refinement, it would be possible to partition types, \emph{a posteriori}, into three sorts: plain types \( t \), label types \( u \), and secure types, of the form \( t^u \). This would allow getting rid of the constraint \( \varphi \leq \omega \) in the last two rules: \( \varphi \) would then range over labels, making it redundant.

Comparing typability in the derived and in the original system is now easy. Let strip denote the natural projection from source to target language; in particular, \( \text{strip}(l : e) \) is \( e \).

**Theorem 8.2 (Conservativity)** The source expression \( e \) is well-typed in the derived system if and only if the target expression \( \text{strip}(e) \) is well-typed in the original system.

The proof relies on two simple remarks. First, any solution of the constraints generated by the rules of figure 5 also satisfies those inferred by the rules of figure 4. Conversely, any solution of the latter may be extended to a solution of the former, where every label variable \( \varphi \) is mapped to \( \omega \).

This result shows that one may switch to the new type system, and label any number of sub-expressions in a program, without affecting its typability. A program may become untypable only if a non-trivial security policy, expressed by inserting typing assertions, is adopted.

**Example** Let us use the rules of figure 5 to infer the type of our running example. The type scheme inferred for \( H : 27 \) clearly is \( \text{int}^b \). The one inferred for \( l : (\lambda x. y) \) is \( (\Gamma \vdash (\alpha^f \rightarrow \alpha^f)^*) \). Thus, the term \( e = (l : (\lambda x. y)) \) \( \{H : 27\} \) receives the type scheme \( (\alpha^f \rightarrow \alpha^f)^* \).

This type scheme states that evaluating \( e \) does not reveal any information of level \( \alpha \). Thus, the type inference algorithm statically finds that \( e \) does not leak the value 27, a fact which we had previously dynamically obtained by evaluating \( e \) (see section 3). Furthermore, this type scheme is polymorphic in \( \alpha \) and \( \varphi \), showing that \( e \)'s result – which is \( l : Ay.y \), the identity function labelled \( l \) – is able to accept any argument, regardless of its content and of its security level.

8.3 A realistic example

We conclude this section with a longer example. We assume the source language is extended with operations on Booleans, strings, pairs, variants and records. By lack of space, we do not define typing rules for these constructs. Provably correct rules can be obtained in [at least] two ways.

One is to explicitly extend the target language, the translation scheme, and our proofs. The other is to derive correct typing rules for these constructs by considering their Church encodings into the basic language.

Figure 6 shows a small example program. It is a full program, which contains no type information, but does contain a few security annotations, in the form of labelled expressions.

The program first defines a classic predicate on lists, \emph{exists}, which tells whether a given predicate is satisfied by at least one element of a given list. Recursion is achieved via an explicit fix-point combinator, \( \text{fix} \). It is well-typed, because the system has recursive types. Thus, we are able to write recursive programs, even though our formal development did not explicitly deal with recursion.

To improve readability, we write \( t \) instead of \( t^* \) (resp. \( t^* \)) when \( t \) occurs positively (resp. negatively) in a type scheme.
let fix \( f f = \)
\((\text{fun } f x \rightarrow ff (f f) x) (\text{fun } f x \rightarrow ff (f f) x)\)  
let exists = fix (  
fun exists predicate list \( \rightarrow \)
match list with
\(\text{Nil} \rightarrow \text{false} \)
| Cons (element, rest) \( \rightarrow \)
  if predicate element then true
  else exists predicate rest
)

let users =  
Cons{{\text{login} = "Paw"; \text{pw} = Sys : "7mugnets" },
Cons{{\text{login} = "Sam"; \text{pw} = Sys : "" },
Nil})

let query1 =  
exists (fun r \( \rightarrow \)
  r.login = Priv : "Monica"
) users

let query2 =  
exists (fun r \( \rightarrow \)
  r.pw = ""
) users

Figure 6: Example program

Then, the type scheme computed by the type inference algorithm for \(\text{exists} \) is

\[
\forall C. (\alpha^C \rightarrow \text{bool}^C)^{\psi} \rightarrow \zeta \rightarrow \text{bool}^\zeta
\]

where \( C \) contains a single constraint:

\[
\zeta \leq [\text{Nil} | \text{Cons of } (\alpha^\psi \times \zeta^\psi)^{\psi}]
\]

Intuitively, this recursive constraint requires \( \zeta \) to represent a list, whose elements have type \( \alpha^\psi \), and whose security level is \( \psi \). \text{exists}'s first argument, a predicate, must accordingly accept an argument of type \( \alpha^\psi \). If the predicate has level \( \psi \), and if it returns a Boolean result of level \( \psi \), then so will \text{exists}. Notice that \( \varphi \) are \( \psi \) are \text{a priori} unrelated: they will become related only if \text{exists} is applied to a predicate which leaks some information about its argument.

Three important points must be made here. First, this type scheme is precise, and highly polymorphic. Thus, multiple applications of \text{exists}, e.g. to lists with distinct security levels, or to predicates with different behavior, will not "pollute" each other. This is a requirement when writing libraries, since code duplication would otherwise be necessary. Second, the code of \text{exists} contains no security annotations, and its type was inferred without help from the user. This feature is also of utmost importance for "backward compatibility": it allows a large body of code, written without any security requirements in mind, to be re-used in a program where security matters. Third, this type scheme is independent of the underlying security lattice. Even though it does not mention any constant label \( l \in \mathcal{L} \), it does encode relevant dependency information. In other words, the choice of a particular security lattice is irrelevant when analyzing generic code: it is required only when wishing to enforce a particular security policy.

Let us come back to the program in figure 6. Its next step is to define a list, called \text{users}, whose elements are records containing name (\text{login}) and password (\text{pw}) strings. The information contained in \text{pw} fields, which is deemed somehow important, is labelled \text{Sys}. Notice that labeling a piece of data does not \text{restrict} access to it; it only forces any computations which make use of this data to receive a type which \text{reveals} this dependency. In other words, our type system does not \text{forbid} anything by default; it merely \text{watches} everything. Security restrictions, when required, may be added using additional type constraints, as we will see below.

The rest of the program consists of two queries about the \text{users} list, implemented using \text{exists}. The first query checks whether some user is called \text{Monica}. The programmer, perhaps wishing not to disclose the fact that he is looking for this particular person, has marked the string "\text{Monica}" with the label \text{Priv}. The second query looks for a user with an empty password string.

According to the type inference algorithm, the type of \text{query1} is \text{bool}^{\text{Priv}}. Thus, the query’s result reveals some information about the string "\text{Monica}". Notice, however, that it does not carry the label \text{Sys}: it does not leak anything about the passwords contained in the list \text{users}. The type of \text{query2} on the other hand is \text{bool}^{\text{Priv}} built which tells that it does contain information about the passwords.

If these information channels are deemed undesirable, they can be easily eliminated by adding typing assertions to the program. For instance, if \text{Public} is a label such that neither \text{Priv} \( \equiv \) \text{Public} nor \text{Sys} \( \equiv \) \text{Public} hold, then writing

\[
\text{let query1 : bool}^{\text{Public}} = \ldots \\
\text{let query2 : bool}^{\text{Public}} = \ldots
\]

causes both definitions to become ill-typed, thus revealing and forbidding the leaks. Thus, typing assertions may be used to express, and statically enforce, a security policy.

9 Access control

Information flow analysis offers a way of proving an untrusted program correct with respect to a security policy. However, it is a restrictive discipline, since it does not allow \text{declassification}. For instance, a function which compares a secret password string against a given input must return a secret result, even though it usually yields far less than one bit of information about the password. Thus, some useful programs cannot be proved correct; for this reason, \text{trust} in the form of \text{access control} must be re-introduced.

9.1 A calculus with access control

Let us briefly describe explicit access control. Assume given a fixed set of principals \( \mathcal{P} \), equipped with an arbitrary binary relation \( \Rightarrow \). The assertion \( p \Rightarrow q \) intuitively means that \( p \) \text{acts} for \( q \), i.e. \( q \) trusts \( p \). As a result, \( q \) grants \( p \) the ability of directly accessing any value to which \( q \) has access. Assume the calculi’s syntax includes the following productions:

\[
e ::= \text{terms} \\
| \text{lock}_p \text{ locking } (p \in \mathcal{P}) \\
| \text{unlock}_p \text{ unlocking } (p \in \mathcal{P}) \\
| \ldots
\]
Assume its semantics includes the following reduction rule:

\[
\text{unlock}_p (\text{lock}_q e) \rightarrow e \quad \text{if } p \triangleright q
\]

Then, a value locked with \( q \)'s authority becomes unusable until it is unlocked by some principal \( p \) which acts for \( q \). Any attempt to unlock a value by an unauthorized principal results in a failure. Of course, in practice, some compiler and operating system support is required to ensure that \( \text{unlock}_p \) is only used in code which actually acts on behalf of principal \( p \). This usually requires the use of cryptographic authentication techniques.

It is also possible to design a calculus with implicit access control, i.e. where every value is implicitly locked upon creation, and unlocked upon access, as in e.g. [12]. We discuss both cases below.

### 9.2 Typing

Again, extending an existing type system with access control features can be done abstractly, i.e. independently of the system’s definition, using a translation-based approach. Let us briefly sketch how.

Assume given a target calculus with pairs \( \langle \cdot, \cdot \rangle \) plus, for every principal \( p \in \mathcal{P} \), a constant \( p \) and a primitive operation actfor\(_p\). Require (actfor\(_p\), \( v \)) to be well-typed only if \( v \) is a constant \( q \in \mathcal{P} \) such that \( p \triangleright q \). To easily meet this requirement, the target system’s implementor may wish to assume \( (\mathcal{P}, \triangleright) \) forms a lattice. Define a type system for the source calculus by lifting the target system through a simple encoding:

\[
\begin{align*}
\text{lock}_p & = & \lambda x. \langle x, p \rangle \\
\text{unlock}_p & = & \lambda x. \\
& & \text{let } \{ x, q \} = x \text{ in } \\
& & \text{actfor}_q q; \\
& & x
\end{align*}
\]

Then, the derived type system enjoys subject reduction and progress properties. In particular, access control is entirely static; if a program is well-typed, then all of its access control checks must succeed. As a result, all checks can be compiled away. In other words, above encoding only serves typing, not compilation, purposes.

### 9.3 Combining information flow and access control

Information flow and access control may coexist. Extend the syntax and semantics of the source calculus presented in section 3 with (explicit or implicit) access control features, while preserving its stability property. Find a typed target calculus equipped with principal constants \( p \in \mathcal{P} \), label constants \( l \in \mathcal{L} \), and suitable operations thereon. Then, lift the target type system through an appropriate encoding.

If the source calculus has implicit access control, then a simple encoding, where every expression \( e \) is mapped to a triple \( \langle e, e_p, e_l \rangle \), will do. The components of the triple respectively represent \( e \)'s computational content, the principal whose authority has been used to lock \( e \), and \( e \)'s label. This yields a system where every type carries two annotations, a principal and a label.

If the source calculus has explicit access control operations, then a different encoding must be used. Map every expression \( e \) to a pair \( \langle \cdot, e_l \rangle \), whose first component is \( \langle e, e_p, e_l \rangle \), if \( e \) is locked, and simply \( e_o \) otherwise. This is exactly the encoding presented in section 5, extended to deal with \text{lock}_p and \text{unlock}_p. As before, it yields a system where every type carries one (information flow) label. A value of computational type \( \alpha \), carrying a label \( \overline{\rho} \), will receive type \( \alpha^\jmath \) if it is unlocked, and \( (\alpha^\pi \text{ locked})^\jmath \) if it is locked at level \( \pi \). Here, \( \text{locked} \) is the type constructor associated with pairs of the form \( \langle \cdot, \cdot \rangle \) in the target system.

In common programs, access control features should be used only at a few key places. For this reason, making access control explicit, rather than implicit, may be preferable. Indeed, this approach yields types which are usually more concise, and where access control restrictions are syntactically more apparent.

Mapping information flow analysis with access control is not a new idea. Stoughton [25] and Heintze and Riecke [12] notice that access control and information flow control serve different purposes, and propose hybrid systems where both mechanisms coexist.

However, these works fail, in our opinion, to make a crucial point: the two mechanisms are entirely unrelated, and should coexist without interacting. Indeed, access control involves principals, trust, and authentication, while information flow control requires neither. Furthermore, describing access control usually involves introducing some form of security violation in the language’s semantics, while information flow control does not. Why? Access control implements a fixed security policy, defined by \( (\mathcal{P}, \triangleright) \); it is meaningless in the absence of such a policy. Information flow control, on the other hand, makes sense even when \( (\mathcal{L}, \preceq) \) is left unspecified, as pointed out in section 8.3, because it is only a dependency analysis. It does not, fundamentally, have anything to do with security, which explains why it can be formalized without a notion of security violation.

Why such emphasis on this point? Both Stoughton [25] and Heintze and Riecke [12] define systems where access control and information flow interact, by identifying principals with labels, i.e. setting \( \mathcal{P} = \mathcal{L} \), and requiring every value to carry an information flow label \( l \) which is less restrictive than its access control label \( p \), i.e. \( l \preceq p \). Furthermore, [12] defines an operational semantics where both kinds of labels interact: the expression \( \text{protect}_l v \) uses the information flow label \( l \) to update not only \( v \)'s information flow label but also its access control label.

In these works, the alleged justification for requesting \( l \preceq p \) is as follows. \( p \) tells who may use the value \( v \) directly, while \( l \) tells who may use it indirectly, i.e. have (possibly partial) access to the information contained in \( v \). Because any principal who is granted direct access is thereby granted indirect access at the same time, requiring \( l \preceq p \) may seem natural. We deem it wrong, however, because these notions are really orthogonal: while \( p \) indeed tells who may use the value \( v \) tells which information it contains. Mixing the two mechanisms yields a needlessly complex system. Separating them makes the system more modular, conceptually simpler, and potentially more expressive, since \( \mathcal{P} \) and \( \mathcal{L} \) may be distinct.

Myers and Liskov [15, 14] propose a "decentralized" label model which is a subtle mixture of access control and information flow control. The model also rests on a set of principals \( (\mathcal{P}, \triangleright) \). A label is a set of tagged policies, where the tag carried by every policy is a principal, called its owner. A policy is a set of principals, called readers. Labels form a pre-order, whose underlying order is a lattice; it is used, as in this paper, to perform information flow analysis. However, Myers and Liskov also allow a number of "safe" declassification operations: a principal \( p \) may choose to relax the label.
carried by a given value, by arbitrarily modifying any policy owned by a principal which it acts for. Of course, $p$ is not allowed to affect the policies owned by principals whose trust it has not received. So, labels do not only carry dependency information; they also contain access control information, since the use of declassification is restricted.

We think Myers and Li’s model has significant practical interest. However, we believe that comparable expressive power\(^3\) can be achieved in a theoretically simpler system. Indeed, imagine orthogonal access control and information flow control, as suggested above. Then, one may selectively allow declassification by providing, in the initial typing environment, a number of declassification operations, locked at appropriate levels of authority. The sets $\mathcal{P}$ and $\mathcal{L}$ may, in general, be chosen independently; only the types of the declassification operations provide a connection between the two. This presentation of the system is modular and abstract. By varying $\mathcal{P}$, $\mathcal{L}$, and the level of authority required by each declassification operation, one obtains a wide range of concrete systems, some of which are in fact very close to Myers and Li’s, and have comparable expressiveness.

We prefer to present declassification as selective, rather than safe, since its use breaks the non-interference property - at least partially. Although it is only a matter of terminology, speaking of “safe” declassification is somewhat misleading: this sort of declassification is only safe for principals whose authority is not granted to the operation.

Let us illustrate our proposal with a very simple example, inspired from the ACCAT Guard [6]. Assume $\mathcal{L}$ is the lattice product of the 2-point lattice $\text{SECRET} = \{0, 1\}$ with some unspecified lattice $\mathcal{M}$. Thus, in a calculus with (say) implicit access control, types will be of the form $\alpha \in (\mathcal{L}, \mathcal{M})$, where $\pi, \lambda$, $\varphi$, and $\mu$ range over $\mathcal{P}$. $\text{SECRET}$ and $\mathcal{M}$, respectively. Assume the initial typing environment offers the binding

\[
decl_{\alpha} : \forall \alpha \in (\mathcal{L}, \mathcal{M}) \rightarrow \alpha, \quad \forall \alpha \in (\mathcal{L}, \mathcal{M})
\]

where $\alpha \in \mathcal{P}$ is a fixed principal. Then, information may freely flow from level $\{1, m\}$ to level $\{1, m\}$, for any $m \in \mathcal{M}$, since the former is a sub-type of the latter. However, the only way of allowing flows in the reverse direction is to use declass, which requires approval by the principal $\alpha$. Since it must be unlocked when invoked. This allows modeling a “guard”, i.e. a gateway between a classified and a non-classified system, where flows which appear to violate security must be approved by a trusted Security Watch Officer. Furthermore, notice that even the principal $\alpha$ may not perform arbitrary declassifications: it is unable to modify the second component of labels. Thus, a partial non-interference result holds: a result whose information label is $\{\cdot, m\}$ cannot depend on any input whose label is $\{\cdot, n\}$, where $n \notin \downarrow m$. For instance, if $\text{Nuclear}$ and $\text{Strategic}$ are incomparable elements of $\mathcal{M}$, then a computation whose result type is $\{1, \text{Nuclear}\}$ cannot leak any information of type $\{1, \text{Strategic}\}$, even though it may reveal some information of level $\{1, \text{Nuclear}\}$. This is exactly what Myers and Li’s term “safe” declassification.

10 Discussion

We have shown how to systematically extend an arbitrary type system with dependency information, and how soundness and non-interference proofs for the new system may rely upon, rather than duplicate, the soundness proof of the original system. This allows enriching virtually any of the type systems known today with information flow analysis, while requiring only a minimal proof effort.

We recently became aware of Ross and Savin’s reduction of a flow dependence problem to a may-always problem [23]. Although the programming language (first-order, imperative vs. higher-order, functional) and the target system (pointer analysis vs. type inference) considered are rather different from ours, both papers rely on a similar encoding, where every value is translated to a pair of a value and a tag. We take this as evidence of the strength of this reductionistic approach.

Our work complements Abadi et al.’s [1]. They show that several program analyses, including secrecy and integrity analyses, program slicing, and binding-time analysis, are dependency analyses, which only differ by the choice of the information lattice $\mathcal{L}$. As a unifying dependency calculus, they propose a simply-typed $\lambda$-calculus, based on Moggi’s computational $\lambda$-calculus. In turn, we show that it is possible to enrich any standard type system with dependency information. Combining these results yields expressive type systems for all of the analyses above.

By varying $\mathcal{L}$, a dependency analysis may be used to obtain secrecy or integrity guarantees about a program. It is interesting to notice that both may be obtained at the same time, without requiring two annotations per type: one is enough, provided $\mathcal{L}$ is the product of a secrecy lattice with an integrity lattice. The same trick can be applied to access control: by labeling data with “locks”, rather than principals, and choosing the lattice of locks to be the lattice product of $(\mathcal{P}, \varphi)$ with its own dual, a single annotation suffices to manage and enforce restrictions on value access and creation. Thus, extending the SFlow calculus to deal with integrity [12, section 4] was unnecessary: not only is it enough to maintain two security annotations, rather than four, but no new correctness proof needs be given.

In fact, in a type system enriched with dependency annotations, a polymorphic type scheme (such as that of exists, given in section 8.3) fully and abstractly describes the dependencies induced by a piece of code. (This idea appears in several previous works, e.g. [6, 5, 27].) Indeed, it documents not only the behavior of the code at different security levels, but also within different security lattices. This explains the remark of the previous paragraph: rather than add new annotations, use a new lattice.

We have argued that access control and flow control should be implemented independently. The latter is not a refinement of the former; they are different mechanisms. One is based on trust, the other on proof. It is possible, however, to let them coexist within a single design. We have shown that this gives rise to interesting possibilities, including selective declassification.

To conclude, we believe we have found a very lightweight approach to non-interference proofs. It is based on an untyped operational semantics for a labelled calculus, together with a translation to an unlabelled calculus. Two basic results must be proved: a stability theorem, which states that the labelled semantics never “drops” labels, and a simulation lemma, which shows that the translation is meaningful. Because of its simplicity, this approach should be directly applicable to other computing paradigms, such as object or process calculi. We are currently investigating this issue.

